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Introduction

During RAN3#32, a contribution [1] was introduced and discussed concerning the Iub interface when the MBMS service was introduced into the UMTS system.  During the joint MBMS adhoc in January 2003 between RAN2 and RAN3, additional contributions were also written on this same subject [2],[3].  Specifically, they touched upon the issue of the duplicated Iub data bearers that would result during an MBMS service for a given NodeB (given the current architectural assumptions).  This discussion paper will further analyze the impact of the MBMS service on the Iub data bearers by providing a more detailed example of a typical MBMS scenario given the current constraints from today’s specifications.

Assumptions

1) A p-t-m link will not be established until X MBMS users are in a cell.  Current assumptions (without consensus) for X are up to 6 users.  There is also ongoing discussion [4] that this decision should be based upon downlink radio efficiency.  Regardless of which method (or combination of methods) is used, the end result will be that when the number of users is greater than 1 and less than a small finite number (<6?), p-t-m channel switching will occur.

Discussion

The diagram below characterizes a typical MBMS scenario under today’s architectural constraints.  Namely (assuming only 1 MBMS service is currently being offered by the CN), for each p-t-p connection there will exist 1 transport bearer on the Iub interface and for each p-t-m connection there will exist 1 transport bearer on the Iub interface (it is FFS (in RAN2) which common transport channel will carry this data).  Scenario A represents a lightly loaded Node B whereby there are multiple p-t-p links being used and Scenario B represents a more heavily loaded Node B whereby only p-t-m links are being used. 
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Given the above diagram of a typical scenario for a NodeB, we will attempt to analyze the different possible optimizations that might take place on the Iub and the amount of Iub bandwidth consumed using the diagram above for a basis.  As a reference for comparison, this bandwidth consumption will then be compared with the amount of bandwidth that could have been allocated for voice calls (AMR 12.2 kbps) if a decision to combine various transport bearers is made.

Various Options:

1) One Transport Bearer for p-t-m data per Cell and multiple Transport Bearers per p-t-p UE: 

  This option performs no combining of Iub transport bearers at the Node B or cell level.  Referring to the diagram above, (Scenario A) for 1 Node B under one CRNC, on average, 7 transport bearers would have to be set up.  This is assuming that Cells 1 and 2 have a very light MBMS load and Cell 3 has a heavy MBMS load.  Then assuming a 64 Kbps MBMS service for all users, the total Iub bandwidth consumed by the Iub interface would be 448 Kbps.  If the assumption (Scenario B) was made that Cell’s 1 and 2 would not maintain this transitory state for a long period of time and eventually p-t-m links would be set up, the number of transport bearers would then decrease to 3.   Then assuming a 64 Kbps MBMS service for all users in this Node B, the total Iub bandwidth consumed by the Iub interface would drop to 192 Kbps.

2) One Transport Bearer for p-t-m data per Node B and multiple Transport Bearers per p-t-p UE.

  This option has the CRNC combining of all p-t-m transport bearers going to the Node B but not combining any p-t-p transport bearers going to the Node B.  Using this option would have no effect on Scenario A but would decrease the bandwidth utilization for Scenario B to 64 Kbps. Thus no additional voice calls could be made in Scenario A but Scenario B would yield approximately 10 (2*64/12.2) additional AMR 12.2 Kbps voice calls to the system (assuming radio resources would permit this).

3) One Transport Bearer per Cell

  This option has the CRNC combining all MBMS data going to one cell.  Using this option would decrease the bandwidth utilization to 192 Kbps for both Scenarios A and B.  Thus Scenarios A would yield approximately 20 (4*64/12.2) additional AMR 12.2 Kbps voice calls to the system (assuming radio resources would permit this) and Scenario B would offer no change.

4) One Transport Bearer per Node B

  This option has the CRNC combining all MBMS data going to one Node B.  Using this option would decrease the bandwidth utilization to 64 Kbps for both Scenarios A and B.  Thus Scenario A would yield approximately 31 (6*64/12.2) additional AMR 12.2 Kbps voice calls to the system (assuming radio resources would permit this) and Scenario B would yield approximately 10 (2*64/12.2) additional AMR 12.2 Kbps voice calls to the system (assuming radio resources would permit this).

Conclusion:

  When considering the amount of combining of MBMS data on a transport bearer, the typical amount of bandwidth saved should be analyzed along with the complexity of system architecture changes (i.e. data stream synchronization issues within the Node B and UE).  
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